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Yoneda Lemma Introduction

1 |[Introduction

Many structures in mathematics come alongside some notion of maps, which are used to relate different
objects with those structures. For instance, groups come alongside group homomorphisms, vector spaces
with linear transformations, probability spaces with measurable functions, and topological spaces with
continuous maps, to name a few.

A category is any collection of objects with maps between those objects that compose associatively. All
of the previous examples are thus specific types of categories, and many common constructions in those
areas do not actually rely on anything specific to that area and can be carried out and unified together
when performed at the level of a category. For instance, the Cartesian product, direct product of groups
(rings, monoids...), product topology, disjoint union, and graph tensor product are all instances of a
categorical product. If we can prove something about the categorical product, we’ll have proved a result
about all of these different types of objects.

Just as many properties in metric spaces are actually topological in nature, many mathematical objects
can be reduced to purely categorical constructions: direct sums, kernels, quotient objects, compactifica-
tions and completions are all also categorical in nature.

A common theme in category theory is that maps between objects are more important than the objects
themselves, and it will often be the case that it is easier to describe an object by the properties it satisfies
or what relations the object has, rather than what the object itself actually is. Even in abstract algebra,
this is often the case — we care that the elements of a group have group structure, not what the elements
themselves actually are or how we label them.

In mathematics, we often come across statements of the form, 3!z : P(z), or, “There exists a unique x
such that P(z) holds.” The property P is called a universal property, and it uniquely characterises the
object x up to an isomorphism. For example,

Theorem 1.1. Let 1 be a set with one element. Then, for all sets X, there exists a unique function
from X to 1.

Proof. For existence, we define a function that maps every element of X to the unique element of 1.
Because every element of X only has one choice of destination, this function is unique. |

So, the property “For all sets X, there exists a unique function from X to 1” uniquely characterises 1,
up to relabelling of the element. Rather than describing an object itself, universal properties allow us to
describe objects by how they relate to other objects in whatever universe we’re working in.

The Yoneda lemma expands on this concept, suggesting that we may study a category € by examining
the maps from % to the category of sets.

2 |Categories

|[Leild] A category € consists of:
e A class ob(%) of objects in €.

e For all (ordered) pairs of objects A,B € ob(%), a class hom(A4,B) of maps or arrows called mor-
phisms from A to B, called the hom-set or hom-class of morphisms from A to B, also some-
times written 4 (A,B) or hom¢(A,B) (particularly useful if multiple categories are in use). If

f € hom(A,B), we write f : A— Bor A L, B. The collection of all of these classes is the hom-set
of €, and is written hom(%).

e For any three objects A,B,C € ob(%), a binary operation, o : hom(A,B) x hom(B,C') — hom(A,C),
(9,f) — go f, called composition, such that,

— (associativity) if f: A— B,g: B— C,and h: C — D, then ho(go f) = (hog)o f;

MA213 | 1



Yoneda Lemma Categories

— (identity) for every object X € ob(%), there exists a morphism idx : X — X called the
identity morphism on X, such that every morphism f : A — X satisfies idx o f = f, and
every morphism g : X — B satisfies goidx = g.

In the above definitions, we use the term class. This is because these collections of data generally do not
count as sets under ZFC or equivalent set theory axiomatisations . For instance, the collection of
all sets does not qualify as a set under ZFC, but such a collection of objects is highly useful in category
theory, so we use classes instead. The notion of a class is informal in ZFC, since ZFC exclusively concerns
things which are sets, but here, we will defindTa class as a collection of sets that is unambiguously defined
by a property all its members share, such as “being a set”. Any class which is never a set is a proper class,
while a class that is sometimes a set is a small class.

Throughout this document, we will largely ignore the distinction between the two, as the categories
we will construct will generally be locally small — the class of morphisms between any pair of objects
happens to be a set. That is, hom(A,B) is a set (in the sense that they can be constructed in ZFC) for
all A,B € ob(%). If we also have that ob(%) is a set, then € is furthermore a small category.

Let’s go through these classes one by one.

An object can really be anything we want, but many of the simplest and most familiar examples will
begin with sets, often with additional structure, such as groups or rings. For any two objects, A and B,
the category has a set of morphisms from A to B, hom(4,B) = {f.g,...}. This doesn’t really explain
what a morphism actually is, but morphisms are so general that any more specificity is not particularly
useful. Defining a morphism is somewhat like defining a vector — is a vector fundamentally an arrow in
space which can be described with coordinates, or are they fundamentally ordered list of numbers? —
the answer being, neither; a vector is anything that obeys the vector space axioms. It’s more helpful to
define them by the properties they satisfy, rather than what they themselves are, and as we will soon
see, this viewpoint will become a recurring pattern. In fact, we should note that objects are in bijection
with identity morphisms, so it is possible to define categories entirely in terms of morphisms, and ignore
the objects entirely. We will not do so here, but it is yet another reminder that we will often care more
about how an object interacts with other objects than about the object itself.

It might be helpful to view a morphism a type of (directional) relation, rather than a function. There is
a morphism, f, from A to B if A is related to B, but B does not have to be related to A, and we write
f:A— B, or draw an arrow from A to B on a diagram to represent this.

A—L B

It could be the case that A and B are not related at all, so the set of morphisms from A to B is empty.
We can also have multiple morphisms from A to B if A is related to B in several ways.

y —"
g

An object can also be related to itself, and in multiple ways at once.

Morphisms must also have a binary operation defined on them, called composition that obey the com-

position law. If there are morphisms A i> B % C, then the category must also contain a morphism
h= . L .

A=l o Furthermore, any three morphisms must compose associatively: that is, (hog)o f = ho(go f)

for all morphisms f, g and h (with the appropriate domains and codomains). Categories also require iden-

tity morphisms — for every object A, there must exist a morphism id4 : A — A such that all morphisms
f:A— Bandg: B— Asatisfyidgqog=g and foidg = f.
Let ob(%) = {A}, and hom(A,A) = {id4}. That is, € is a category containing only one object, and a

single morphism from that object to itself. This morphism trivially satisfies the assocativity and identity
requirements, so € is a category, called the trivial category, depicted below.

A ida
*A more formal way to handle these classes is through the introduction of Grothendieck universes. This is not of high
importance to the main body of this document, and its discussion is relegated to @ in the addendum.
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Yoneda Lemma Categories

Apart from the trivial category, we usually omit the identity morphism from such diagrams. Conversely,
a category which contains no morphisms apart from identity morphisms is called a discrete category.

Let ob(%¢) = {A,B}, and the non-identity morphisms be hom(A,B) = {f} and hom(B,A) = (). That
is, ¥ is a category containing two objects, and a single non-identity morphism connecting them in one
direction only. This is the arrow category.

A—L B

Now, let (G, -) be a group, ob(%¢) = {x}, and hom(x,x) = G. For any two morphisms, f and g, we
define the composition f o g to be f - g, so the morphisms have group structure. Because groups require
associativity and identities, the morphism axioms are satisfied, and we see that a group is really a one-
object category. In fact, there’s nothing specific to groups here — we could just have easily started with
a monoid or any other algebraic structure with associativity and identities.

These categories are pretty simple, but they give us an idea of how basic categories can be. We will build
a more complicated category next: Set. Unsurprisingly, the objects of Set are sets, while morphisms
are ordinary set functions. Composition of morphisms is just regular function composition, and identity
morphisms just identity functions which map elements of sets to themselves. The associativity and
identity laws follow from elementary properties of function composition. So, Set is a category.

Many other commonly used categories follow this formula — that is, their objects are sets with additional
structure, and their morphisms are functions that respect that structure. For example, in the category
Grp, objects are groups, and morphisms are group homomorphisms. Composition and identities are
inherited from Set, because everything in Grp is just a specialised version of something in Set. Similarly,
Ring is the category of rings and ring homomorphisms; Top, topological spaces and continuous maps;
Vect i, vector spaces over a field K and linear maps; etc.

However, this doesn’t have to be the case, and in general, categories need not have sets as objects and
structure-preserving maps as morphisms. We construct a basic example of such a category as follows:
the objects in our category will be the real numbers, and for any real numbers, x and y, we define a
unique morphism from x to y, if and only if z < y. The problem here, as opposed to in Set or Grp, is
that we can’t really say what a morphism really ¢s. Here, it’s not something that acts on any elements
like a function in Set or a group homomorphism in Grp. In fact, it doesn’t really seem to do anything
at all, other than existing whenever z is less than or equal to y.

If we have morphisms f:z — y and g : y — z, then we know = < y and y < z. By transitivity of <, we
have z < z, giving a unique morphism h : * — z by definition, which we can assign to the composition
g o f. Because this morphism is unique, this assignment is well-defined and determines the composition
of any pair of morphisms. Because x < x holds for all z by reflexivity, there is a unique morphism from
any element to themselves, which we can use as the identity morphism and the associativity and identity
laws follow easily. So, (R, <) is a category. It may be noted that we used nothing specific to the real
numbers, so any set equipped with a non-strict preorder is in fact a (small) category.

We can also construct a new category from a pair of existing categories. Given categories € and %,
the product category € x 2 is defined by ob(% x 2) = ob(€) x ob(2), and home 5 ((A,B),(A’,B’)) =
home (A,A”) x homg(B,B’), with compositions defined componentwise [Lanl3|. That is, if A I, A’ and
B % B are objects and morphisms in categories ¥ and 2 respectively, then we have the objects and

morphism (A,B) M (A’,B’) in the product category C' x D. We just take pairs of objects in the
constituent categories and pairs of corresponding morphisms between them.

The principle of duality states that every categorical definition and theorem has a dual definition and
theorem, obtained by reversing the direction of all morphisms in the categories involved. We often prefix
a dual notion with co-, such as in products and coproducts, or domains and codomains.

For instance, every category % has a dual or opposite category with the same class of objects, but with
the domains and codomains of all morphisms interchanged, denoted ¢°P. That is, ob(%") = ob(%°P), and
home (A,B) = homeor (B,A) for all objects A and B. We note that this notion of duality for categories
is involutive, so (€°P)°P = ¢ for all categories €.

MA213 | 3



Yoneda Lemma Commutative Diagrams

Theorem 2.1 (Conceptual Duality). Let X be a statement that holds in all categories. Then the dual
statement X* holds for all categories.

Proof. |Bor+94, adapted| If ¥ holds in a category %, then ¥* holds in €°P. Every category is the dual
of its dual, so ¥* holds in all categories. ]

2.1 |C0mmutative Diagrams

It is often helpful to depict categories visually. We have already been using arrows to show morphisms
between objects, but we can do a lot more with these representations. If we take a selection of objects in
a category and draw morphisms between them, we can compose morphisms by following a path through
the diagram, and because of associativity, each path corresponds to a unique composition.

This is useful enough by itself, but certain diagrams have an additional helpful property. A diagram is
commutative if, for every pair of objects in the diagram, all routes between them are equivalent. For
example, this diagram is commutative if and only if h = go f.

x 1,y

N

Suppose we have objects A and B in a category, and morphisms f from A to B and g from B to A such
that the following diagram is commutative.

f
ida A ? B Didg

That is, fog =idp and go f =id4. f and g are then isomorphisms — morphisms with inverses — and
we alternatively label g as f~!. If an isomorphism between A and B exists, we say that A and B are
isomorphic, and we denote this relation as A & B.

In the context of Set, isomorphisms are exactly the bijections, which is equivalent to the statement
that a function has a two-sided inverse if and only if it is bijective. With this, we see that two sets are
isomorphic if and only if they contain the same number of elements, possibly labelled in different ways
— that is, if their cardinalities are equal. The actual contents of the set, and any extra structure the set
has, aren’t important in Set.

The isomorphisms in Grp are group isomorphisms, as you’d might expect, but this is non-trivial to
prove, especially if the definition of a group isomorphism you use is a “bijective homomorphism'[] To
show that group isomorphisms are isomorphisms in Grp, we need to prove that the inverse of a bijec-
tive homomorphism is also a homomorphism. Similarly, the isomorphisms in Ring are exactly the ring
isomorphisms.

An isomorphism is the mathematical way of saying that we only care about some specific property
of an object. If we’re working with the natural numbers, it doesn’t matter if we're using the Peano
construction or the von Neumann construction, because there are isomorphisms between them that
preserve the behaviour of 0, 1, + and -, which are the only things that matter for natural numbers (when
considered as a semiring). If we're studying groups, then we don’t really care about what elements are
in each group, only that these elements have group structure. From the point of view of the category,
isomorphic elements look the same because they share the only properties that the category cares about.
You’ve probably heard that a topologist cannot tell the difference between a coffee mug and a doughnut.
This is because in Top, these two objects have the same number of holes (a topological invariant that
does matter in Top), and they can be bicontinuously and bijectively deformed into each other.

*Which is not true for say, topological spaces, or the category Top, where homomorphisms are continuous functions.
However, the inverse of a bijective continuous function is not necessarily continuous, so bijective homomorphisms in Top
are not necessarily isomorphisms. The isomorphisms in Top are instead bicontinuous maps, also called homeomorphisms.
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Yoneda Lemma Functors

2.2

One central theme of category theory is the idea of mappings between objects. Whenever we encounter
a new type of mathematical object, we should always ask if there is a sensible notion of a map between
these objects. Of course, categories themselves are mathematical objects we can ask this question on.

Let € and 2 be categories. A functor, F' : € — 2, consists of two parts: a mapping on objects, and a
mapping on morphisms, that follow two constraints. F': ob(%) — ob(Z2) associates each object X in €
to an object, F(X), in Z.

X — F(X)

Similarly, the map F : hom(%) — hom(2) associates each morphism f : X — Y in € to a morphism
F(f): F(X)— F(Y) in 2 such that:

e F(idx) = idp(x) for every object X in ¢
e F(gof)=F(g)o F(f) for all morphisms f: X — Y and g:Y — Z in hom(%).
That is, the functor preserves identity morphisms and composition of morphisms.

A more concise way to phrase this is, for every pair of objects A,B € ob(%), the functor F' induces a
mapping F4 g : home (A,B) — homg(F(A),F(B)) that respects the structure of the categories.

A f B
|

F(f)
—_—

F(4) F(B)

Theorem 2.2. Functors preserve commutativity of diagrams.

Proof. Because functors preserve composition of morphisms, for any two paths a; ocas o... 0 a, and
b1 o by o...0b,, connecting two objects in a commutative diagram of %, we have,

F(ay)o F(ag)o...oF(a,) =F(aioazo...0ay)
(byobyo...0oby)
(b1) o F(by)o...0 F(by)

so the corresponding paths in 2 are also equal, and hence the diagram of 2 commutes. |

Corollary 2.2.1. In particular, functors preserve isomorphism diagrams, so if f is an isomorphism in
€, then F(f) is an isomorphism in 9.

One of the most basic examples of a functor is the constant functor AX which associates every object in
% to a single object X € ob(%), and every morphism to id x . Because every morphism is transformed into
the identity morphism on X, composition and identities are trivially preserved, satisfying functoriality.

For a possibly more familiar example, let (G, -) and (H, * ) be groups, interpreted as categories ¢ and
J€. Any functor F' : 4 — 2 must associate the only object in ¢4 to the only object in J#, and is
thus determined only by its action on the morphisms. The functor must satisfy F(idy) = ids, and
F(g-h) = F(g) * F(h) for all morphisms g, € hom(¥). So, any functor 4 — . is just a group
homomorphism G — H (and again, we haven’t mentioned inverses, so this holds similarly for monoids).

One very important type of functor is the so-called forgetful functor. Forgetful functors do nothing to the
objects and morphisms of a category apart from “forgetting” some additional structure that mattered in
the original category. For instance, the forgetful functor U : Grp — Set.

Every object in Grp is a group — a set G with some extra structure in the form of a binary operation and a
set of axioms. The forgetful functor U “forgets” this extra structure on objects, and gives (G,-) — G, which
is just a set — or rather, an object in Set. Similarly, morphisms in Grp are group homomorphisms, which
are just set functions that happen to respect this extra structure. Forgetting that additional structure
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Yoneda Lemma Full and Faithful Functors

still leaves a normal set function — that is, a morphism in Set. Since morphisms are effectively unchanged,
identity and composition morphisms still exist, so U is a well-defined functor.

Let € and Z be categories. A contravariant functor from % to & is a functor €°°P — Z (or equivalently,
a functor ¥ — 2°P). In contrast, a covariant functor from % to 2 is an ordinary functor ¥ — 2.
Informally, a contravariant functor from % to Z is just an ordinary functor € to 2 that “reverses all
morphisms and compositions”. This terminology is often used when a named category is involved — it is
more convenient to say that a functor is contravariant, than to start writing Set°® everywhere. However,
contravariance can also arise naturally in some constructions:

For instance, the function that sends a set X to its power set P(X) defines the object mapping of a
functor from Set to Set. We can define its action on morphisms f : X — Y by mapping f to the direct
image function P(f) : P(X) — P(Y) defined by A — f(A), thus defining the covariant power set
functor P(—) : Set — Set. However, we could alternatively define the morphism mapping by mapping
f to the inverse image function P(f) : P(Y) — P(X) defined by A — f~(A). The inverse image
function naturally reverses the direction of morphisms, thus defining the contravariant power set functor
P(—) : Set’” — Set.

2.3 |Full and Faithful Functors|

For set functions, it is often helpful to consider properties the function may satisfy on the codomain,
such as surjectivity and injectivity. There exists a similar notion for functors: let ¥ and 2 be locally
smal categories, and let F' : € — 2 be a functor. If for every pair of objects, A,B € ob(%), the induced
function Fa p : homy(A,B) — homg(F(A),F(B)) is:

e surjective, then F' is full;
e injective, then F' is faithful;
e bijective, then F'is fully faithful.

Note that faithfulness is distinct from injectivity, in that faithful functors are not necessarily injective
on objects or morphisms. For instance, let € be the discrete category on two objects, A and B, and let
2 be the trivial category on an object X. Any functor F' : ¥ — 2 will map the two objects in ¥ to the
unique object of &, and similarly, the identity morphisms on A and B are both mapped to the identity
morphism of X, so F' is not injective on objects or morphisms. However, the functions F4 4 and Fp p
each map one morphism to one morphism, and are hence injective (in fact, bijective), while Fs4 p and
Fp a4 are empty functions, and are hence vacuously injective (but not surjective, as F'(A) = F(B) = X,
and homg(X,X) is non-empty). It follows that F is a faithful functor, but is injective on neither objects
nor morphisms. Similarly, full functors are also not necessarily surjective on objects or morphisms, which
can be shown by constructing a functor G : 2 — € in the previous example.

A fully faithful functor that is injective on isomorphism classes of objects is additionally said to be an
embedding. If there exists an embedding I’ from € to Z, then F is said to embed ¥ into 2.

3 [Natural Transformations

We have morphisms between categories in the form of functors, but the next obvious question to ask is,

is there a notion of mappings between functors? .

F /\
Fix cat ies € and 2, and let € 2 Dbe functors. A i € 7 F=G
ix categories € an and le ?i e functors. A mapping \l_lﬂ/, orn

is then called a natural transformation. G

F and G map objects and morphisms in % to objects and morphisms in &, respectively. To define
a mapping from F to G, we would like to associate objects and morphisms in & mapped by F to

*Because the following definitions are in terms of properties of functions on hom-sets, we require that the hom-sets are
indeed sets as these notions are set-theoretic in nature and do not extend readily to proper classes. For large categories,
we extend the definition of full and faithful functors to left and right cancellative, respectively, instead.
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Yoneda Lemma Natural Transformations

corresponding objects and morphisms in ¥ mapped by G. For objects, this just means that if X is an
object in %, then we wish to associate F'(X) with G(X). However, F(X) and G(X) are objects in 2,
so a relation between them is just a morphism in homg (F(X),G(X)). So, n just maps each X in ¥ to

a morphism F(X) 25 G(X) called a component of 7.

G(X)
However, homg (F(X),G(X)) possibly contains many morphisms we could assign to nx. To help us decide
which one to use, consider a morphism f : A — B in €. Under F' and G, f gives the two morphisms
F(f): F(A) —» F(B) and G(f) : G(A) — G(B). It would seem sensible for F(f) to be related to G(f)
under 7. From the mapping on objects, we also have n4 : F'(A) — G(A) and np : F(B) — G(B), giving

a square diagram of morphisms.
-G -

- ~o

A /F/> F(A) ~™ 5 G(A)

\

\\\ In?
¢ | r L ew 9

In this diagram, there are two paths from F(A) to G(B): ng o F(f), and G(f) o na. Because cate-
gories require compositions, these morphisms always exist, but if n4 and np were assigned without any
other constraints, these compositions are not necessarily equal and there could be multiple distinct mor-
phisms from F'(A) to G(B). However, we can use this to relate F(f) with G(f) by enforcing that these
compositions are equal, or equivalently, that the diagram commutes. This requirement is the naturality
condition. F

F /—\‘
So, for categories ¢ and &, and functors ¥ —= ¥, a natural transformation % ﬂn 2 is a
G ~_

collection of morphisms (F (X)X G(x )XGOb(%) such that the following diagram commutes:
A F(A) 5 G(A)
! F(f) ‘G(f )
B F(B) 2 G(B)

That is, ng o F(f) = G(f) ona for all f: A — B in hom(%¥).

We next need to verify that these natural transformations actually function as categorical morphisms.
That is, that there always exists an identity, and that natural transformations compose associatively.

Following the component definition, the identity natural transformation on a functor F' : € — 2 is a

natural transformation idg : F' = F that maps each X € ob(%) to a morphism F(X) Ldr)x, F(X). This
is just the identity morphism on F'(X), which always exists, so every component of idz also always exists.
The diagram, consisting of a single morphism and two identities, then trivially commutes, satisfying
naturality, and hence idp always exists. Identities, however, need to compose with other morphisms, and
leave them unchanged. How do natural transformations compose?
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Yoneda Lemma Vertical Composition

3.1 |Vertical Compositi0n|

Fix categories € and 2, and let F,G,H : € — % be functors. Consider the natural transformations
a:F=Gand f:G= H.

From the diagram, it would seem sensible to define the composition S o o to be a map from F to H.
Such a composition of natural transformations is called a wvertical composition.

Consider an object X in ¥. The two components of a and 5 at X are then ax : F(X) — G(X) and
Bx : G(X) — H(X). Because these are just morphisms in &, they can be composed according to regular
morphisms composition rules, and so, we can define the component (8o «)x to be fx cax : F(X) —
H(X). Because identity natural transformations map objects to identity morphisms, this also verifies
that they do in fact function as identities with respect to vertical composition.

However, it remains to show that these components satisfy the naturality requirement.

A F(A) =45 G(A) 245 H(A)
! hﬂf) G(f) H(f)
B F(B) —“%, ¢(B) -2 H(B)

Because o and 3 are natural transformations, they individually satisfy the naturality requirement, so
each square commutes individually, and hence the diagram as a whole also commutes.

For any two categories, we can now define functors between them, and natural transformations between
those functors that obey the morphism axioms. This suggests the construction of a new category, where
the objects are functors, and the morphisms are natural transformations.

Let € and 2 be categories. We construct the functor category [¢,2)] by taking objects to be functors from
% to &, morphisms to be natural transformations, composition of morphisms to be vertical composition
of natural transformations, and identity morphisms to be identity natural transformations.

Given the name of vertical composition, it is unsurprising that we have a notion of horizontal composition,
but its discussion is relegated to in the addendum.

3.2 |Natural Isomorphisms|

Fix categories ¥ and 2. A natural isomorphism between functors from % to & is an isomorphism in the
functor category [¢,2)].

That is, n : F' = G is an natural isomorphism if 7 is a natural transformation and there exists a natural
transformation ¥ : G = F such that ¥ o = idr and 7 o ¥ = idg, and we write 1 for .

€
f n
idAdA?BQidB — of. — & r T2 |¢ Did
—1
n
9
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Yoneda Lemma Hom-Functors

In this case, we say F and G are naturally isomorphic, and because natural isomorphisms are just

isomorphisms in a specific type of category, we reuse notation and write F' = G, or we say that F'(X) &
G(X) naturally in X whenever we need to bind a variable.

The next theorem gives an alternative characterisation of natural isomorphisms.
F

5
Theorem 3.1. Let ¢ ¥ﬂ77/' 2 be a natural transformation. Then, n is a natural isomorphism if

G
and only if nx : F(X) — G(X) is an isomorphism for all X € ob(¥).

Proof. Suppose 7 is a natural isomorphism, so there exists ¥ such that ¢ o = idp. Then, (don)x =
9x onx = (idp)x for all X € ob(%), so every component is an isomorphism, completing the forward
implication.

Now, suppose that nx : F(X) — G(X) is an isomorphism for all X € ob(%). Define ¥ : G = F by
Yx = (nx)~!. Because 7 is a natural transformation, we have ng o F(f) = G(f) ona. Left and right
multiplying by ¥ and ¥4 respectively, we have, F(f) o ¥4 = 95 o G(f) which is exactly the naturality

condition, and hence 9 is a natural transformation. Then, J on = (F(X) Yxonx, F(X))X o) =idp,
o €ob(%
and nod = (G(X) axovx, G(X))X o) = id¢, and hence 7 is a natural isomorphism, completing the
cob(¢6
backward implication. [ ]

In the reverse direction, we used that 7 is a natural transformation to obtain naturality for ©. Without
this, it could still be the case that F(X) = G(X) for all X, but there does not exist a natural transfor-

mation from F' to G at all, so “F(X) = G(X) naturally in X” is a much stronger condition than just
“F(X) > G(X) for all X”.

4 |Hom-Functors

Suppose we wish to study the properties of an object A in a locally small category %. One way to do so is
to look at A from a different object, X. Then, look at A from another object, Y, and repeat. By looking
at how A is seen by other objects, we can obtain a lot of information about A. The relationships an object
X has with A are exactly the hom-sets hom(A4,X) and hom(X,A), but these sets are different for each
X. In fact, in locally small categories, this assignment of hom-sets with respect to a fixed A is functorial
in X. That is, given a fixed A, every morphism X — Y induces a function hom¢ (A,X) — home(A,Y).

Let € be a locally small category, and fix an object A € ob(%). We define the (covariant) hom-functor,
hom(A,—) : € — Set, also denoted h4, as follows.

For each object X € ob(¥), we define hom(A,—)(X) = home(A,X), so each object is mapped to the set
of maps from A to that object. A

AN

X —— hom(A,X)

X
We can interpret this as h4 mapping objects to how they are “seen” by A.

For each morphism f : X — Y, we define hom(A4,—)(f) to be the function hom(A4,f) : hom¢(A,X) —
home (A,Y), also denoted h4(f), defined by the postcomposition g — f o g.

[nLa23, adapted]
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That is, we map each morphism X Ly in hom(%’) to the function h4(f) that maps each morphism
A2y X to the composite morphism A4 2 X L, ¥ In the above diagram, the morphisms on the left are

“combed” through to Y through f, and we can interpret this as h4 mapping morphisms X 1 ¥ to how
A “sees” the object Y through f.

The contravariant hom-functor hom(—,B), also denote hB, is defined dually, with h® mapping objects
and morphisms to how they see B, rather than how they are seen from B.

ha B
¢ ——— Set &°P —— Set

X — homg(4,X) X — homg(X,B)
[Riel7), adapted]
fl — hA(f)J fl — hB(f)I

Y — homg(A4)Y) Y +— home(Y,B)

Theorem 4.1. ha is a functor.

Proof. We verify the functor axioms.

o Let AL X bea morphism. Then,

[ha(idx)](f) =idx of
= idp, (x)(f)

so h 4 preserves identities.

e Let AL X Ly L Z e morphisms. Then,

[ha(go f)](h) = (go f)oh

and h 4 preserves compositions. |

Corollary 4.1.1. By duality, h® is also a functor.

For each object A, we have assigned a functor h 4, encapsulating how the category is seen from A, and
as A varies, this view varies. However, it is the same category being seen from all objects, so it wouldn’t
be unusual for us to expect that this assignment has some internal consistency.

As it turns out, any morphism f : A — B induces a natural transformation hy : hp = ha. Note
the change in direction here! A collection of covariant functors come together to define a contravariant
natural transformation. And, if we started with the contravariant hom-functors, they would all come
together to define a covariant natural transformation.

Consider the component hp(X) — ha(X) of hy at an object X. Recall that a map hp(X) — ha(X)
just sends morphisms B — X to A — X. We can interpret these hom-sets as contravariant hom-functors
at a fixed X, so we're really just looking for a morphism h*(B) — h*(A), which is given exactly by
precomposition by f. That is, each morphism ¢ : B — X is mapped to the morphism go f: A — X.

*The usage of hx for the covariant hom-functor and h* for the contravariant hom-functor is not standardised. Some
texts — notably |Leil4] — reverse the labelling, or use different notation entirely.
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In fact, there’s no reason why we should have to fix one argument at a time. The notation hom(A4,—)
and hom(—,B) suggests that we may take both inputs to the hom-functor to be variable. Let f: X — Y
and h: B — A be morphisms, and consider the following diagram:

hom(A,X) —22"%)  yom(B,X)
hom(A,f) hom(B, f)

hom(A4,Y) ———— hom(B.Y)
hom(h,Y)

Consider a morphism g € hom(A4,X). We will follow how it is mapped under this square along the two
different paths, in a technique called diagram chasing.

Along the upper path, we have g — hom(h,X)(g) = go h — hom(B,f)(go h) = fo(goh). Along the
lower path, we have g — hom(A,f)(g9) = f o g — hom(h,Y)(f o g) = (f o g) o h. But, by associativity of
morphism composition, these paths are equal, and we see that this diagram commutes for any choice of
f, g, and h, implying that hom(—,—) is a functor €°P x ¥ — Set.

A functor F : € — Set is representable if F =2 hy (or h*X) for at least one choice of X € ob(%). The
object X along with the natural transformation F' = hx are then a representation of F'. As it turns out,
the object X is determined uniquely up to isomorphism in 4. We often call representable functors just
representables.

As an example of a representable, the identity functor idget : Set — Set is represented by the singleton
set 1. Any function 1 — X just picks elements from the set X, so there are exactly as many functions
1 — X as there are elements of X, giving homget(1,X) & X = idget(X), as required. Naturality also
follows trivially as half of the functions to be considered are identities.

For a more interesting example, the forgetful functor U : Grp — Set is represented by the group Z.
Let G be a group. Because group homomorphisms send identities to identities, 0 € Z is always sent to
the identity in G, so any homomorphism ¢ : Z — G is determined entirely by the image of 1 with the
rest of the map following from the cyclic nature of Z. This suggests that we send each homomorphism
¢ : Z — G to its determining value ¢(1), giving us the components of a map « : homgyp(Z,—) = U. The
inverse map is then given by sending each g € U(G) to the homomorphism z +— ¢#. But, we still need
naturality of this isomorphism.

Let f: G — H be a group homomorphism.

G homg,p(Z,G) —2¢— U(G)
f ha(f) u(f)
H hOmGrp (Z,H) T) U(H)

We will chase a homomorphism ¢ : Z — G through the diagram. Along the upper path, we have
(U(f)oac)(9) = (foac)(9) = flac(9)) = f(¢(1)) = (f o ¢)(1), and along the lower, we have, (az o
hz(£))(¢) = an (hz(f)(9)) = (hz(f)(#))(1) = (fo¢)(1), so the diagram commutes, and homg,p(Z,G) =
U(G) naturally in G, as required. Through similar arguments, the forgetful functor U : Ring — Set is
represented by the polynomial ring Z[z], and U : Mon — Set by the monoid Ny (you might notice that
these are all free algebras on single generators — this is not a coincidence, .

As another example, the contravariant power set functor P : Set°® — Set sending sets to their power
sets and functions to their inverse image is represented by the two element set 2, often depicted as {T,L}
or {0,1} with morphisms interpreted as an indicator functions of elements |Riel7].

For an example of a non-representable functor [Dot23|, consider the functor F : Set — Set defined on
objects by X — X [] X. Suppose there exists a set ¥ such that homget (Y, X) =2 X [[ X. If X =1, then
homget(Y,1) = {1} = 1 is a singleton set, while 1[[1 = {{0,1},{1,1}} = 2 is a set with two elements,
so they are not isomorphic and hence no such Y exists.
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5 [The Yoneda Lemma

It is an almost universal meta-problem in all of mathematics to describe and classify collections of math-
ematical objects [Hal20]. While a mathematical axiomatic definition of an object certainly distinguishes
that object away from any others, this doesn’t tell us much about the collection of all those objects as
a whole. For example, while we can define a group in four short axioms, classifying all groups is a much
harder problem. For a simpler example, imagine we are tasked with classifying the real numbers. The
real number line is a classification of all real numbers by embedding them in some space that has more
properties than the real numbers had alone. For instance, the number line is a metric space, a topological
space, etc.

While we can define real number with Dedekind cuts, or with completeness axioms, this kind of embedding
gives a lot of additional useful information that isn’t visible from the axioms alone. Importantly, there is a
bijection between the points on the number line and real numbers, but we also have the new information
in that real numbers near each other on the number line are similar in magnitude. We can try extend this
idea of a classifying space to other kinds of objects, where “nearby” objects have more similar properties
than “distant” objects, and more generally, these spaces are called moduli spaces [Hal20|. Unfortunately,
the moduli space for any kind of useful object is often completely unrecognisable, and has very few
properties we can leverage to our advantage.

However, we can attempt to examine these spaces by looking at the maps from other spaces to them.
Let 1 be the set with one element. Any map from 1 to R effectively amounts to picking an element from
R, so there is a bijection between the functions 1 — R and the points in R. In fact, there’s nothing
specific about R here. More generally, the maps from the one-point space 1 to any space X amount to
picking points from X. If X is, for example, a metric or topological space, then it is a set equipped with
some extra structure in the form of a metric or a topology. By examining the maps from 1 to X, we can
recover half of that information: just by looking at X from the simplest possible (non-empty) space, we
recover all the points of X.

What if we look at the maps from a more complicated space? A map from the interval [0,1] to X is
just some parametrisation of a curve in X, so the maps [0,1] — X recover the paths in X, while a map
from the circle S' to X is just a topological loop, so the maps S' — X recover the homotopy classes
of loops on X. The point is, we get more and more information about X by examining how it appears
from different choices of domains.

But exactly how much information can we recover? Is it always possible to obtain as much data from
looking at maps as we would from just analysing the space itself? After all, we have no reason to expect
that the entire structure of the space is always captured by these maps.

Except, it always is — and that, is the Yoneda lemmal[f]

The remarkable thing is that the Yoneda lemma is a proof at the level of categories, so it holds for any
category of spaces.

We begin the lemma by asking what information representables recover. More precisely, let € be a locally
small category, and fix an object A € ob(%), which induces the representable covariant functor h 4. For
each covariant functor F', what are the natural transformations h4 = F' in the functor category [¢,Set]?

Lemma 5.1 (Yoneda). Let € be a locally small category. Then,
hom(¢ set) (ha,F) = F(A)

naturally in F' € ob([€,Set]) and A € ob(¥%).

Before we proceed with the proof, we should unwrap what this is saying, in exact terms. Firstly, there is
an isomorphism of sets, so there is a bijective function between homy ge¢j(ha,F') and F(A) — there are
as many natural transformations from ha to F' as there are elements of F'(A). Moreover, the collection

*Or at least, part of it — it says a lot of things. The Yoneda lemma is very powerful in more advanced category theory,
but this is one elementary application of it.
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of natural transformations between two functors isn’t guaranteed to be a set, even if the two associated
categories are (locally) small, so the lemma also shows that hom-sets of this form can be put into bijection
with proper sets.

Next, the isomorphism is said to be natural in F' and A, suggesting that both sides are functorial in both
F and A — any morphisms F' = G and A — B must induce maps

homiy set](ha,F') — homy set)(hp,G) and  F(A) — G(B)

and not only does the isomorphism hold for every /' and A, there exist isomorphisms hom get](ha,F) —
F(A) and hom|¢ get](h,G) — G(B) such that the induced square commutes for any choice of ' and A.

More precisely, we can regard the left and right sides of the expression as bifunctors [¢,Set] x € — Set,
mapping (F,A) to homg get)(ha,F') and F(A), respectively (in particular, this latter functor is known
as the evaluation functor), and the Yoneda lemma states that these functors are naturally isomorphic.

Proof. Let n: hy = F be a natural transformation. Consider the following diagram:

A ha(A) 25 F(A)
f ha(f) F(f)

We chase the identity id4 € hom(A,A) = ha(A) through the diagram. Along the upper path, we have
ida = na(ida) — F(f)(na(ida)). Along the lower path, we have idg — ha(f)(ida) = foida = f,
followed by f + np(f). From naturality of 7, this diagram is commutative, so these two paths must be
equal, giving np(f) = F(f)(na(ida)).

Remarkably, the input to the function on the right side is always 74 (id 4). This implies that any natural
transformation hy = F' is completely determined by its value at id 4. This naturally induces a function
hom(¢ get)(ha,F') — F(A) defined by 7+ n(ida), and moreover, this function is a bijection, as every
value in F'(A) conversely extends to a unique natural transformation.

This establishes the required isomorphism, but we still need to show naturality.

First, we write both sides as functors ¥, ev : [¢,Set] x € — Set. As mentioned before, the action of the
two functors on objects is given by,

U(F,A) = hom[g set](ha,F) and ev(F,A) = F(A)
respectively. Now, we need to define their action on morphisms.

Being a product category, every morphism (F,A) — (G,B) in [¢,Set] x € is of the form («,f), where
a: F = G is a morphism in [¢,Set], and f : A — B is a morphism in %. Fix two such morphisms,
a:F=Gand f: A— B.

The first functor, 1, sends (a, f) to a function ¥(a, f) : homg get](ha,F) — homg get)(hp,G) defined by
mapping each ¢ : hy = F to the composition hp h—f> ha 2 F 2 G. That is, [P, f)](¢) =aopohy.

The second functor, ev, sends the morphism («,f) to a function ev(a,f) : F(A) — G(B). At this point,
we should recall that « is a natural transformation, so the following diagram commutes:

A F(A) 225 G(A)
f F(f) ham
B F(B) 22+ G(B)
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From this, we see that there are two paths from F(A) to G(B), namely, F(A) =% G(A) Gy, G(B),

F
and F(A) ﬂ> F(A) =& G(B). But, from naturality, these compositions are equal, so either choice
yields the desired map. Next, we verify the functor axioms for ¥ and ev. First, the identity law:

O(idr ,ida)(p) = idF o p 0 hia, ev(idp,ida) = F(ida) o (ida)a
=@ :idF(A)OidF(A)
= idhom(tr4,7) () = idp(a)

where the first term on the right follows from the functoriality of F. So, ¥ and ev preserve identities.

Now, let (F,A) —= {oh), (G,B) — B9, (H,C') be morphisms.

9((B,9) o (o.])) () = (B oago f)(p) ev((f.9) o (a.f)) =ev(Boagof)
= (Boa)opohye =H(gof)o(Boa)a
=(Boa)opo(hyohy) =H(g)o H(f)oBaoaa
=pfo(acpohy)ohy =H(g) B oG(f)oaa
= Bo (d(ef)(p)) o = (H(g)© Bp) o (G(f) 0 aa)
= [9(8,9) o V(. /)] () =ev (57 ) oev(a,f)

On the left, the expansion of hg. ¢ follows from functoriality, with the reversal of the components resulting
from contravariance. On the right, the expansion of (§ o )4 follows from the definition of vertical
composition, and the replacement of H(f) o f4 with 8g o G(f) follows from the naturality of 8. This
last point is perhaps clearer as a diagram chase:

F(A) (Boo)a H(A) F(A) =4 qA) 22 H(4)
[
<
F(f) 9 G(f) H(f)
H(gof) F(B) -2 G(B) -2 H(B)
Cr,
F(g) G(9) @;9/ H(g)
F(C) (Boe)a H(C) F(O) =2 G(0) -2 H(C)

The first two lines of the equation correspond to taking the upper path along the left diagram. The
expansion in the third corresponds the uppermost path through the right diagram that passes through
H(A). But the upper right square commutes by the naturality of 3, so we may route through G(B)
instead of H(A). But then, this is just the route created by taking ev(a,f) followed by ev(f,g), as
required. If we take the other definition of the evaluation functor, we similarly use the functoriality of «
along the lower path.

So, ¥ and ev preserve composition, finally verifying functoriality.

Now, we define a natural transformation ® : ¢ = ev. As stated earlier, we will map a natural transforma-
tion n € 9(F,A) to its determining value n4(ida) € ev(F,A), giving us our definition of the component
®(p ). All that remains is to show naturality:

(F A)

(F.A) I(F,A) 2ED, ov(F,A)
(o, f) ¥(a, f) ev(a,f)
(G.B) 9(G,B) 2 oy(G,B)
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(ev(a,f) o<I>(F’A))( ) =ev(a,f) (77A (ida) )
~ (am o F(£) (na(ida))
= (aponpoha(f))(ida)
= (ap onp)(ha(f)(ida))
= (aponp)(foida)
= (apongs)(f)
= ( )(idg o f)
aBonB)((hf (idp) )
= (aponp o (hy)p)(idp)
= (awonohs)p(idp)
=@ p)(onohy)
= (®(e,p) 0. f))(n)

so the diagram commutes, as required. |

5.1 [The Yoneda Embedding]

An important case of the Yoneda lemma is when the functor F' is another hom-functor, hpg:

hom(¢ set)(ha,hp) = hom(B,A)

That is, the natural transformations between the two covariant hom-functors induced by A and B are
in bijection with the morphisms between A and B in reverse direction: this is a contravariant(!) functor
¢°P — [¥,Set|. This functor is denoted h,, defined on objects A by he(A) = ha, and on morphisms
f by he(f) = hy. Similarly, applying the contravariant version of the Yoneda lemma to a contravariant
hom-functor naturally gives rise to the covariant functor h® : € — [€¢°P,Set].

In this context, the Yoneda lemma simply says that the functor he gives an embedding of €°P into
[¢,Set]. These functors are called the Yoneda embeddings, and are often denoted J (hiragana yo) for
Yoneda (from this point onwards, we will use & wherever a proof applies to either functor).

Theorem 5.2 (Yoneda Embedding). Let € be a locally small category. Then, the Yoneda embeddings
& : € — [€°P,Set] and Kk : €°P — [¢,Set] are embeddings — that is, & is fully faithful, and injective
on objects up to isomorphism.

Proof. X is fully faithful if the induced mapping & 4 g : hom(A,B) — hom(X(A), & (B)) is a bijection
for all objects A,B € ob(%). But this is just the statement of the Yoneda lemma applied to hom-functors.
Injectivity on objects up to isomorphism is proved in the corollary. |

Corollary 5.2.1. If hom(X,—) = hom(Y,—) or hom(—,X) = hom(—,Y), then X =Y.

Proof. By the Yoneda lemma, any natural transformation 7 : he(X) — he(Y) (dually, h*) is induced by
a morphism Y — X (resp. X — Y). If 5 is an isomorphism, it follows that 7 and n~! are both induced
by inverse morphisms between X and Y, so X 2 Y. |

At the beginning of this section, we asked how much information we get when we examine how an
object looks from all other possible viewpoints. This corollary states that we recover the object, up to
isomorphism — that is, the maps into or maps out of an object contain exactly as much information as
that object itself.
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6 [Addendum

6.1 |Group-Like Algebraic Structures

In category theory and abstract algebra, we often speak of sets with additional structure, usually in the
form of a binary operation on that set. The simplest structure we begin with is a magma: a set that
is closed under a binary operation. Adding in additional requirements produces a variety of group-like
structures.

Magma

N\

Divisibility Associativity

e l N\

Quasigroup Semigroup
\ Unital /
Associativity Magma Divisibility
Identity Identity

Invertibility Inverse Associativity

/ Semigroup \

Loop Monoid
\ Identity
Associativity [ Invertibility
Group

Of particular interest is the group and the monoid. The former is important to mathematics for obvious
reason, and the latter is important in computer science — both theoretical and applied — as, for instance,
the set of strings that can be constructed from a given set of characters forms a free monoid under the
operation of concatenation.

6.2 [Universal Set]
We quickly recall three of the axioms of ZF(C).

e The axiom of extensionality states that two sets are contained by the same sets if they contain the
same elements. (Informally, sets are determined entirely by their elements — two sets are equal if
and only if they contain exactly the same elements.)

e The axiom of pairing states that if x and y are sets, then there exists a set that contains x and y
as elements.

e The axiom of regularity states that every non-empty set x contains a member y such that x and y
are disjoint.

Theorem 6.1. Under the ZF(C) axiomatisation of set theory, there does not exist a universal set:

-3dSVx:x € S

or, a set containing all sets.

Proof. Suppose S is a universal set. We can construct the set {S} by applying the axiom of pairing to
S with itself and removing the extra copy of S with the axiom of extensionality. Then, as {S} contains
only one element, regularity implies that S is disjoint from {S}, and hence S does not contain itself,
contradicting the construction of S. It follows that S is not a set. |
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6.3 |Set—The0retic Problems|

As mentioned before, the collections of objects and morphisms in a category do not generally form a set.
The four main solutions [Bor21| to this are as follows:

e Ignore the problem;

e Use classes;

e Bounding the size of objects by some cardinal number, k;
e Use Grothendieck universes (or other axiomatic solutions).

In this document, we mainly use a combination of the first two options: while we have recognised that
these collections do not necessarily form sets, we also do not address the problem any further.

In our usage, this is acceptable as the categories we encounter are generally (locally) small and the classes
we use are, for all intents and purposes, always sets wherever the distinction could matter. It is only in
more advanced categorical constructions that the difference between sets and classes is of importance, but
it is notable that many theorems in category theory are deeply intertwined with set-theoretic questions
of size |[Shu08] unlike in many other areas of mathematics. For instance, the Yoneda lemma demands
that the categories used are locally small, while Freyd’s celebrated adjoint functor theorem explicitly
depends on a set of morphisms actually being a set and not a class.

One problem with our formulation of classes is that classes cannot contain other classes, or else we
encounter problems when attempting to form the class of all classes. This causes some issues with
constructing certain large categories which require collections of classes of objects or morphisms. The
solution to this to use conglomerates, as in [Lanl3| and [AHS90|, which are to classes what classes are
to sets. Since we mainly work with categories that have at most classes of objects and morphisms,
conglomerates are generally a satisfactory solution to this problem, but we still run into issues when
forming things like the category of all categories with this approach.

The third option, which we have opted not to use, turns the object and hom-classes of a category into
sets by bounding the sizes of objects available. The hom-class is then bounded by the size of the power
set of the object class, which is a set by the axiom of the power set. For instance, instead of considering
the class of all sets to be the object class of Set, we pick a cardinal number k, and only consider the set
of sets of cardinality at most k.

However, this is somewhat clumsy and artificial, as we need to keep track of extra data for every category
we work with, and moreover, it involves making an arbitrary choice, with runs counter to the working
principles of naturality.

The fourth option is to use a Grothendieck universe (or to resolve these problems in other axiomatic
ways). Before we discuss Grothendieck universes, we must discuss model theory.

In order to mathematically encapsulate some concept, we begin with a list of azioms, which we take
to be true by definition, and a list of inference rules that let us derive new statements from existing
statements. Together, axioms and inference rules generate a theory consisting of all the statements that
can be constructed from the axioms by applying inference rules to them. All the statements within a
theory that are not axioms are called theorems.

For instance, we could have,
e All men are mortal (axiom);
e Socrates is a man (axiom);
o If“all A are B” and “X is A”, then “X is B” (inference rule);
e Therefore, Socrates is mortal (theorem).

We can’t do anything further with these axioms using our inference rule, so these three statements form
our entire theory about Socrates, men, and mortality.

MA213 | 17



Yoneda Lemma Set-Theoretic Problems

A model is any collection of objects that is consistent with a given theory. For instance, while our theory
requires for us to have a mortal Socrates, it does not preclude the possibility of our model containing an
immortal Cerberus, because the theory does not say anything about Cerberus, or about things that are
not men.

For a more practical mathematical example, suppose we are trying to axiomatise the natural numbers.
We begin by asserting that 0 is a number, then by saying that every number x has a successor, S(x). The
natural numbers are clearly a model of these two axioms, but they aren’t the only model. For instance,
a model consisting of a single number, 0, such that S(0) = 0, is consistent with our theory. The real
numbers, or complex numbers are also consistent with our theory. So, the goal is to add just enough
axioms to sufficiently constrain the possible models for our theory to be useful.

In much the same way, the axioms of ZFC are not assertions about “the real” universe of sets, because
they are satisfied by many possible “universes of sets” [Shu08|. In fact, the Lowenheim-Skolem theorem
states that any countable theory of first-order logic that admits an infinite model cannot have a unique
model (up to isomorphism).

A Grothendieck universe U is a set that is transitive, closed under pairing, power sets, and indexed
unions. That is,

e (transitive) x e UANy €z —y € U,

e (pairing) x e UANy €U — {z,y} € U;

e (power set) x € U — (x) € U,

e (indexed unions) I € U A{z;}icr CU — (U, @i) € U.

You may notice that several of these properties closely mirror axioms of ZFC, and as such, U will behave
much like a “universal set” with respect to any element it contains. That is, for any element x € U, U
will contain all subsets of z, P(z), P(P(z)), etc., and it turns out that any uncountable Grothendieck
universe is a model of ZFC itself.

Furthermore, the existence of non-trivial Grothendieck universes is not provable from within ZFC, as
it would imply the existence of certain infinite cardinal numbers called strongly inaccessible cardinals
that are not provable from ZFC, and in fact, it is possible to formulate Grothendieck universes as a
type of inaccessible cardinal, as is done in [Shu08]. We can then add an axiom stating the existence of a
Grothendieck universe.

Another popular extension of ZFC is Tarski-Grothendieck set theory, which is ZFC with an additional
axiom that roughly says “for every set x, there exists a Grothendieck universe it belongs to”, which states
the existence of not just one Grothendieck universe, but an entire infinite hierarchy of Grothendieck
universes.

In any case, once a Grothendieck universe is established, we may speak of small and large sets, which
are sets that are and are not elements of the Grothendieck universe, respectively, instead of sets and
(proper) classes.

Yet another approach is to abandon classical axiomatisations of set theory altogether, and formulate
the foundations of mathematics in terms of category theory. There are several such systems with very
different approaches, the most popular of which include Elementary Theory of the Category of Sets
(ETCS), First Order Logic with Dependent Sorts (FOLDS), and homotopy type theory. These topics are
far beyond the scope of this document, but they make for very compelling motivations for the study of
category theory. For the interested reader, the following may make for useful further reading:

|[Awol1| General background reading;
|LRO3| Undergraduate textbook based in categorical foundations;

[Mako5| FOLDS;
[Unil3] Homotopy type theory.
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6.4 |H0riz0ntal Composition

Given the name of vertical composition, it is unsurprising that we have a notion of horizontal composition,
denoted by .

Fix categories ¥, 2 and &, and let F.G : 4 — 2 and F',G' : 9 — & be functors. Consider the natural
transformations a: F = G and 8 : F' = G'.

F F'
%/ﬂa\)@/ﬂﬂ\l@@
\E/ \E/

Because functors compose, we also have functors F' o F : € — & and G’ oG : € — 2. The horizontal
composition 8¢ « then maps F' o F to G' o G.

We again consider an object X in €. F' and G map X to a pair of objects in &, and « gives the morphism
between them. F/, G’ and  then map these objects and morphism to a square in &.

=77 F,_»“\\
.@ %/5\ \\\\\\
( ) ‘¢ , Br(x) 7
F(X) ---r--% FI(F(X)) —— G'(F(X))
> .
F__-"
% X % a——— |ax F'(ax) \\\‘\;\\”\\ G’ (ax) éa
G

The square of morphisms in & commutes as  is a natural transformation, so we can define (8¢ a)x =
Baxy o F'(ax) = G'(ax) o Br(x)-
Next, we show naturality of this assignment.

First, consider the naturality diagram of a.

A F(A) —2—— G(A)
f hF(f) G(f)
B F(B) —*2— G(B)
Then,
A F'(F(A) —*2— F'(G(A))
f F(F(f)) F'(G(f)) (1)
B F'(F(B)) —*£— F'(G(B))

also commutes for any choice of A 1 Bin € as F' is a functor (Theorem 2.2]).
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Next, we observe the naturality diagram of S.

X FIX) —2 . qr(x)
g F'(g) G'(9)
Y Fiy) —2 ey

This diagram commutes for choice of objects and morphism X % Y in 2, so, picking X = G(4),
Y = G(B), and g = G(f), we have that

Baa)

G(4) F'(G(A)) G'(G(4))
a(n) F/(G(f) G (G() (2)
G(B) F(G(B)) 25 G(G(B))
commutes (again, for any choice of A L Bin 6).
Pasting diagrams (1) and (2) together, we have,
’ F'(aa) , Ba(a) ,
A F'(F(A)) F'(G(A)) G'(G(A))
! F'(F(f) F(G(f)) G'(G()
B FI(F(B)) —"2 F(G(B)) —— G'(G(B))

We have just shown that the left and right squares commute, and hence the outer square also commutes.
This gives,
(G'oG)(f) o (Boa)a=G'(G(f)) o Baa) o F'(ca)
= Bg(p) o F'(ap) o F'(F(f))
= (Boa)ao (F' o F)(f)
which is exactly the naturality condition.

Vertical and horizontal composition are related by the interchange law: given categories, functors, and
natural transformations,

/\/\
\/\W

we have,
(B'od)o(Boa)= (B op)o(a'ca)

In these situations, not only do we have objects and morphisms in the form of categories and functors,
but we also have morphisms between morphisms in the form of natural transformations between those
functors.
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What we have really been examining is an example of a 2-category, which is a generalisation of a category
to include morphisms between morphisms. But of course, there are 3-categories, and now we’ve started
counting. This line of inquiry quickly leads to oo-categories, which are some of the objects of study in a
generalisation of category theory called higher category theory.

6.5 [Adjoint Functors|

F
Fix categories ¥ and Z, and let € ? 2 be functors. F is left adjoint to G, and G is right adjoint
to F, if,

home (F(A),B) 2 homg(A,G(B))

naturally in A € ob(%) and B € ob(Z), and we write F' 4 G to denote this relationship.

Often, forgetful functors from a category % of algebraic objects to Set admit a left adjoint which is often
given by the free functor that constructs the associated free algebraic object on any set.

Recall that a free group Fs on a set S consists of all words whose letters are either elements s € S,
or their formal inverses s~!, modulo the equivalence relation that identifies zz~! and z~ 'z with the
empty string, . The group operation is then given by concatenation of words, and the identity element
is given by e. Note that the free group on a single generator is isomorphic to (Z,+), with the isomorphism
¢ : F(1) — Z given by mapping each word to its length.

As you’d might expect, this assignment is a functorial: there is a functor F : Set — Grp called the free
group functor that sends every set S to the free group Fg.

Let X be a set, Y a group, and U : Grp — Set the forgetful functor. Every group homomorphism
¢ : F(X) — Y is determined uniquely by the image of the generators of F(X), which are exactly the
elements of the set underlying Y, or, U(Y"). That is, every group homomorphism ¢ € homg,p(F(X),Y)
corresponds uniquely to a function X — U(Y'), which is exactly the statement,

homarp(F(X),Y) = homget (X, U(Y))

Through some tedious algebra, naturality can also be verified, and the free group functor F : Set — Grp
is left adjoint to the forgetful functor U : Grp — Set. Again, similar arguments show that the forgetful
and free functors for other algebraic structures like rings and monoids are all adjoint pairs.

Now, suppose a functor F': Set — ¥ is left adjoint to a functor G : ¥ — Set, so we have,
homg (F(A),X) = homget (4,G(X))

Note that the hom-set on the right is in Set, and we know that the set functions 1 — X are in bijection
with elements of X for any set X, so we have,

homget (1,G(X)) = G(X)
so G is representable! Moreover, we have,
home (F(1),X) =2 G(X)

so @ is specifically represented by F'(1). Because F' and G were arbitrary, this shows that any such right
adjoint is representable. In the case where F' and G are a free and forgetful adjoint functor pair, this also
shows that forgetful functors are always represented by free objects on single generators.
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